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Markov decision processes

Intorduction to MDPs

MDP descrives environment

Fully observable - state completely characterises the process

Almost all RL problems can be formalised as MDPs

Definition

A state St is Markov iff

P[St+1|St ] = P[St+1|S1, ..., St ]

captures all relevant information

can throw away the history if we know state
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Markov decision processes

Definition

A Markov Process (or Markov Chain) is a tuple (S,P)

S is a (finite) set of states

P is a transition probability matix

Pss′ = P[St+1 = s ′|St = s]
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Markov decision processes

Student’s MRP 1

1from David Silver course
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Markov decision processes

Markov Reward Process

Definition

A Markov Reward Process is a tuple (S,P ,R, γ)

S is a (finite) set of states

P is a transition probability matix

Pss′ = P[St+1 = s ′|St = s]

R is a reward function : Rs = E[Rt+1|St = s]

γ is a discount factor, γ ∈ [0, 1]
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Markov decision processes

Student’s MRP 2

2from David Silver course
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Markov decision processes

Discounted Reward

Gt = Rt + γRt+1... =
∞∑
k=0

γkRt+k+1

If max R = 1 then G0 =
∑
γk = 1

1−γ
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Markov decision processes

Discounted Reward

Gt = Rt + γRt+1... =
∞∑
k=0

γkRt+k+1

Gt = Rt + γGt+1
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Markov decision processes

Value Function

Definition

The state value function V (s) of an MRP is the expected return
starting from state s

V (s) = E[Gt |St = s]

V (s) gives the long-term value of state s
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Markov decision processes

State value function’s for Student MRP 3

3from David Silver course
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Markov decision processes

State value function’s for Student MRP 4

4from David Silver course
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Markov decision processes

Bellman Equation for Value Function

Decomposition:

immediate reward Rt+1

discounted value of the next state γV (St+1)

V (s) = E[Gt |St = s]

= E[Rt+1 + γRt+2 + γ2Rt+3 + ...|St = s]

= E[Rt+1 + γ(Rt+2 + γRt+3 + ...)|St = s]

= E[Rt+1 + γGt+1|St = s]

= E[Rt+1 + γVt+1|St = s]
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Markov decision processes

Bellman equation MRP

V (s) = E[Rt+1 + γV (St+1|St = s]

V (s) = r + γ
∑
s′∈S

Pss′V (s ′))

V = R+ γPV
(I − γP)V = R

V = (I − γP)−1R
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Markov decision processes

V = R+ γPV
(I − γP)V = R

V = (I − γP)−1R

O(n3) for n states

small MDPs

Other options:

Dynamic programming (DP)
Monte-Carlo evaluation (MC)
Temporal-Difference learning (TD)
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Markov decision processes

Markov Decision Process

Definition

A Markov Decision Process is a tuple (S,A,P ,R, γ)

S is a (finite) set of states

A is a finite set of actions

P is a transition probability matix

Pa
ss′ = P[St+1 = s ′|St = s,At = a]

R is a reward function :

Ra
s = E[Rt+1|St = s,At = a]

γ is a discount factor, γ ∈ [0, 1]
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Markov decision processes

Student’s MDP 5

5from David Silver course
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Markov decision processes

Policy

Definition

A policy π is a distribution over actions given states

π(a|s) = P[At = a|St = s]
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Markov decision processes

Value Function

State-value function

The state value function Vπ(s) of an MDP is the expected return
starting from state s, and then following policy π

Vπ(s) = Eπ[Gt |St = s]

Action-value function

The action-value function Qπ(s, a) is expected return starting from
state s, taking action a, and then following policy pi

Qπ(s, a) = Eπ[Gt |St = s,At = a]
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Markov decision processes

Notation variants

E[G0] = E[R0 + γR1 + ... + γTRT ]

= E[G0|πθ]
= Eπθ [G0]

=
T∑
t=0

E(st ,at)∼pθ [γtRt ]

= Eτ∼pθ(τ)[G (τ)]

τ = (s0, a0, s1, a1, ..., aT−1, sT )

pθ(τ) = p(s0)
∏T−1

t=0 πθ(at |st)p(st+1|st , at)
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Markov decision processes

Bellman Expectation Equation

Decomposition into immediate reward plus discounted value in next
state

Vπ(s) = Eπ[Rt+1 + γVπ(St+1)|St = s]

Qπ(s, a) = Eπ[Rt+1 + γqπ(St+1,At+1)|St = s,At = a]
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Markov decision processes

Optimal Value Functions

Definition

The optimal state-value function V∗(s) is the maximum value
function over all policies

V∗(s) = max
π

Vπ(s)

The optimal action-value function Q∗(s, a) is the maximum
action-value function over all policies

Q∗(s, a) = max
π

Qπ(s, a)
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Policy Iteration

Optimal Policy

Partial ordering over policies

π ≥ π′ if Vπ(s) ≥ Vπ′(s) ∀s

Theorem

For any Markov Decision Process

There exists an optimal policy π∗ that is better than or equal to
all other policies π∗ ≥ π, ∀π
All optimal policies achieve the optimal values function
Vπ∗(s) = V∗(s)

All optimal policies achieve the optimal action-value function
Qπ∗(s, a) = Q∗(s, a)
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Policy Iteration

Iterative algorithm

Initialize V0(s) = 0 for all s

for k = 1 until convergence

for all s ∈ S

Vk(s) = R(s) + γ
∑
s′∈S

P(s ′|s)Vk−1(s ′)

O(|S |2) for each iteration
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Policy Iteration

MDP + Policy

MDP + π(a|s) = Markov Reward Process

MRP( S,Rπ,Pπ, γ), where

Rπ(s) =
∑
a∈A

π(a|s)R(s, a)

Pπ(s ′|s) =
∑
a∈A

π(a|s)P(s ′|s, a)

We can reuse iterative algorithm
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Policy Iteration

Iterative algorithm

Initialize V0(s) = 0 for all s

for k = 1 until convergence

for all s ∈ S

V π
k (s) = r(s, π(s)) + γ

∑
s′∈S

p(s ′|s, π(s))V π
k−1(s ′)

Bellman backup for particular policy
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Policy Iteration

MDP Control

Compute optimal policy

π∗(s) = arg max
π

V π(s)

There exists a unique value function
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Policy Iteration

Gridworld example
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Policy Iteration

Gridworld example
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Policy Iteration

Policy Iteration(PI)

i = 0

Initialize π0(s) randomly for all s

While i == 0 or ||πi − πi−1|| > 0

V π ← MDP policy evaluation of πi
πi+1 ← Policy improvement
i = i + 1
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Policy Iteration

Q function

Action value or State-Action value or Q-function

Qπ(s, a) = Eπ[Rt+1 + γqπ(St+1,At+1)|St = s,At = a]

Qπ(s, a) = R(s, a) + γ
∑
s′∈S

P(s ′|s, a)V π(s ′)

Take action a, then follow policy π
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Policy Iteration

Policy Improvement

Compute Q function of πi
For s ∈ S and a ∈ A :

Qπi (s, a) = R(s, a) + γ
∑
s′∈S

P(s ′|s, a)V πi (s ′)

Compute new policy πi+1

πi+1(s) = arg max
a

Qπi (s, a) ∀s ∈ S
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Policy Iteration

Monotonic Improvement in Policy

V πi (s) ≤ max
a

Qπi (s, a)

= max
a

R(s, a) + γ
∑
s′∈S

P(s ′|s, a)V πi (s ′)

= R(s, πi+1(s)) + γ
∑
s′∈S

P(s ′|s, πi+1(s))V πi (s ′)

≤ R(s, πi+1(s)) + γ
∑
s′∈S

P(s ′|s, πi+1(s)) max
a′

Qπi (s ′, a′)

continue to expand a′ = πi+1(s ′)

= V πi+1(s)
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Value Iteration

Value Iteration

Policy iteration : computes optimal value and policy

Value Iteration :

Optimal value for state s if k episodes left
Iterate to consider longer episodes
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Value Iteration

Gridworld example
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Value Iteration

Value Iteration

k = 1

Init V0(s) = 0

Look until convergence / T

Vk+1(s) = max
a

R(s, a) + γ
∑
s′∈S

P(s ′|s, a)Vk(s ′)

Operator view
Vk+1 = BVk

πk+1(s) = arg maxa R(s, a) + γ
∑

s′∈S P(s ′|s, a)Vk(s ′)
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Value Iteration

Contraction Operator

Let O be an operator, and ||.|| denote any norm of x

if ||OV − OV ′|| ≤ ||V − V ′|| then O is a contraction operator

O has fixed point x

Ox = x
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Value Iteration

Proof: Bellman Backup is a Contraction on V for

γ < 1

||V − V ′|| = maxs ||V (s)− V ′(s)||

Exercise
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Other

POMDP

Figure: Doom Classic

A Partially Observable Markov Decision Process is an MDP with
hidden states. It is HMM with actions.
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Other

POMDP

Definition

A POMDP is a tuple (S,A,O,P ,R,Z, γ)

S is a (finite) set of states

A is a finite set of actions

O is a finite set of observations

P is a transition probability matix
Pa

ss′ = P[St+1 = s ′|St = s,At = a]

R is a reward function : Ra
s = E[Rt+1|St = s,At = a]

Z is an observation function Za
s′o = P[Ot+1 = o|St = s ′,At = a]

γ is a discount factor, γ ∈ [0, 1]
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Other

Questions ?

The only stupid question is the one you were afraid to
ask but never did

- Rich Sutton
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