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Markov Decision Process

Definition

A Markov Decision Process is a tuple (S, A4,P,R,7)
e S is a (finite) set of states
e A is a finite set of actions

@ P is a transition probability matix

P[5t+1 =S ‘St — S At — a]

ss’ -

@ R is a reward function :

R? — E[Rt+1|5t - S,At — a]

@ v is a discount factor, v € [0, 1]
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Recall Policy Iteration

Policy Iteration (using iterative policy evaluation) for estimating =

1. Initialization
V(s) € R and =(s) € A(s) arbitrarily for all s £ &

2. Policy Evaluation
Loop:
A0
Loop for each s € &:
v+ Vis) _
Vis) + ¥ pld,r|s, w(s)) [J' + 7V (s")]
A+ max(A, v — V(s)])
until A < # (a small positive nnmber determining the accuracy of estimation)

3. Policy Improvement
palicy-stable + true
For each s € &:
ald-action +— w(s)
w(s) < argmax_3_, p(s'.r|s, a) [i‘ + "rl"(.s-"]]
If old-action # w(s), then policy-stable + false % Novosibirsk
If policy-stable, then stop and return V' = v, and 7 = m,; else go to 2 State
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Pl vs VI

Recall : Value lteration

Value Iteration, for estimating =

Algorithm parameter: a small threshold # > 0 determining accuracy of estimation
Initialize V'(2), for all s £ 8%, arbitrarily except that V{terminal) =0

Loop:

| Aeo

| Loop for each s € §:

| v+ Vis)

| V(s) + max, 3 . pls'.r|sa) [?' + 'fr“’(.ﬁ":]]
| A+ max(A, [v — V(s)])

until A < #

Output a deterministic policy, 7 2 7., such that
w(s) = argmax, Y., p(s.r|s a) [I' + "_r'l«’(.ﬁ-')]
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Pl vs VI

Comparison &

finding optimal

! value function

Initialization

1 € A(s) arbitrarily for all s € 8
Initialize arcay » mlm-:ml*w g, v(s) = 0 for all s € 8%}

2. Policy Evaluation
Repeat Tepeat
A0 AeD
For each s € For each 8
temp 4+ v(a) (e}
vfs) e 3 p(s .ll-u_il-l.\‘- r*-u-'lJ vis) + Eoplssa
A+ max(A, [temp — v(s) A+ max(d, |temp — w(s)
until & < @ (a small positive mumber) until A < @ {a small positive number)
3, Policy Improvement Qutpnt a deterministie policy
po able 4= frus | wis) w3 pls']s, a) + qu(s’)
Fa ch s e 8:

temp + a(s)

Figure

Value iteration. ‘.

one policy

w(a) +

max, 37, pl#s .r;-"f.;‘ a,5) 4 1.,|\'3]

If temp o w(s), then policy-stable — false
H poficg-stabls, then stop snd return v and 1 eloe go t0 2 update (extract

policy from the
optimal value
function

evaluation) fo

tinually swite » or more policic
can be fixed dding additional flags, but it
that it is not werth it. )
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https://stackoverflow.com/questions/37370015/what-is-the-difference-between-value-iteration-and-policy-iteration

Monte-Carlo RL

MC learns directly from episodes of experience

Model-free: no knowledge of

2, or R

ss’

complete episodes

idea : value = mean return

Caveat: only episodic MDPS episodes must terminate
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MC Evaluation

@ Goal: learn V, from episodes under policy 7
S1,AL, Ry, ..., S~
@ Total discounted reward
Gt = Res1 +YRe2+ ..+ 'Ry

@ Value function
\/p,'(S) - Eﬂ—[Gt|51_— — S]
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MC Evaluation

@ Goal: learn V. from episodes under policy 7
S1,AL, Ry, ..., S~
@ Total discounted reward
Gt = Res1 +YRer2 + .. +7 'Ry

@ Value function
\/p,'(S) - ETI’[Gt|St — S]

@ Monte-Carlo policy evaluation uses empirical mean return
instead of expected return N Novosibirsk
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University
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First-Visit Monte-Carlo Policy Evaluation

@ To evaluate state s

@ The first time-step t that state s is visited in each episode
e N(s)=N(s)+1

e S5(s) =5(s) + G,

e V(s)=S(s)/N(s)

@ By law of large numbers V(s) — V™(s) as N(s) — oo
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MC and TD

Incremental Mean

1k
Nk:EZXj

j=1
1 k—1
= ; X —+ Xj
j=1
1
= ;(Xk + (k — L)1)
1
= [k-1+ ;(Xk — fk—1)
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MC and TD

e Update V/(s) incrementally after episode Sy, A1, Ry, ..., St
@ For each state S; with return G;

V(S:) = V(S5:) + ﬁ(Gt — V(S))

@ In non-stationary problems: running mean

V(S:) = V(S:) + a(G: — V(S))
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Temporal-Difference Learning

@ TD learns from episodes
@ model-free
@ incomplete episodes, bootstrappping

@ Update a guess towards a guess
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MC and TD

@ Goal: learn V. online from experience under policy 7
@ Incremental every-visit MC
o V(5:) = V(S:) + a(G: — V(5))
e Simplest TD : TD(0)
o Update V/(S;) toward estimated return Ry 1 + 7 V/(S¢+1)

V(S:) = V(Se) + a(Rey1 +7V(Se1) — V(St))

o Rit1+vV(St41) - TD target
o 51- = Rt+1 + ’YV(SH_:[ — V(St) - TD error
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MC and TD

Driving Home Example

State Elapsed Time Predicted Predicted

(minutes) Time to Go  Total Time
leaving office 0 30 30
reach car, raining 5 35 40
exit highway 20 15 35
behind truck 30 10 40
home street 40 3 43
arrive home 43 0 43
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MC and TD

MC vs TD

Changes recommended by Changes recommended
Monte Carlo methods (o=1) by TD methods (a=1)
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MC and TD

Advantages and Disadvantages

@ TD can learn before knowing the final outcome

e TD learn after each step
e MC must end the episode

@ TD can learn without the final outcome
e TD - incomplete sequences
e TD - continuing envs
e MC - complete sequences
e MC - only episodic envs
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Advantages and Disadvantages (2)

MC has high variance, zero bias
@ Good convergence
o Not sensitive to initial value
e Simple
TD has low variance, some bias
@ More efficient than MC
e TD(0) converges to V;
@ (not always for function approximation)
@ Sensitive to initial value
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Advantages and Disadvantages (3)

TD exploits Markov property
@ Usually more efficient in Markov envs
MC does not exploit Markov property

@ Usually more effective in non-Markov envs
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MC Backup

V(Se) = V(Se) + a(Ge = V(Sy))
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TD Backup

V(St) < V(S:) + a(Repr +7V(Se1) — V(St))
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DP Backup

V(St) < E[Rey1 + 7 V/(St11)]
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Bootstrapping and Sampling

Bootstrapping update involves an estimate
e MC
e DP
e TD
Sampling update sample an expectation
o MC
e DP
e TD
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Bootstrapping and Sampling

Bootstrapping update involves an estimate
e MC X
e DP vV
e TDV
Sampling update sample an expectation
e MC
e DP
e TD
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Bootstrapping and Sampling

Bootstrapping update involves an estimate
e MC X
e DP vV
e TDV
Sampling update sample an expectation
e MCVv
e DP X
e TDV
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Unified View of RL
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Value and Policy lteration Lab

s_
Jupyter
v

https://bit.ly/2JVvérc
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